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1 Abstract

Gaze-contingent displays are sophisticated presentation utilities, that are
aware of their user’s gaze position. In this way an advanced presentation of
the displayed content is possible, as the display can modify the presentation
according to the observer’s attention, which is equal to the gaze position.
These displays, however, presently suffer from a latency problem, which oc-
curs when reacting on large and fast changes of the gaze position, so-called
saccades. As the time needed to update the display may exceed the blind-
ness during a saccade, the observers might be aware of the display change,
an often unwanted feature.
This latency problem could be solved by providing a suitable method to
predict a saccade’s landing point according to it’s initial trajectory. In this
way the display update can be started before the saccade has ended, and
will likely be finished before the observer regains perception.
In the framework of this paper three different approaches to predict the
landing point of a saccade will be discussed, including methods of regres-
sion and machine learning approaches. One of these approaches provides
a suitable prediction method that may be used to predict saccadic landing
points at a mean accuracy of 1.6◦ which is similar to the natural accuracy
of saccades themselves.
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2 Introduction and motivation

2.1 Short introduction on the process of human vision

The human eye basically runs in three different types of movements while
scanning the surrounding area for visual information. These movements,
which the observer is unconscious of, are called [Pal99]:

• Fixations

• Saccades

• Smooth pursuits

During the fixation of a certain object, the gaze position remains more
or less constant except for slight changes with an amplitude of less than
0.1◦. These vibrating movements are called physiological nystagmus and
constantly change the picture projected onto the retina to avoid adaptation
of the visual receptors. The observer however is not aware of the physiolog-
ical nystagmus.
About two to three times per second the gaze position changes from the
fixation of one point to another. These rapid ballistic eye movements are
called saccades. Being ballistic in this context means that once they have
started, the body is not capable of influencing their trajectory or speed any
more. A saccade performs a so-called one-shot movement. For this reason
the peak velocity of a saccade correlates with the amplitude in the manner,
that a larger amplitude is always combined with a higher peak velocity. Fig-
ure 1 shows the trajectory of a typical saccade.

250 300 350 400

80

100

120

140

160

180

200

220

Screen x coordinates 

S
cr

ee
n 

y 
co

or
di

na
te

s 

Plot of a typical saccade

Saccade
Start
End

Figure 1: Plot of a typical saccade.
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The eyeball is controlled by six different muscles, which are pulling the eye-
ball in different directions, allowing a very precise control of the eye move-
ments. Saccades are in most cases conducted by the contraction of at least
2 of these muscles. This gives them a slightly curved trajectory, rather than
being a straight movement toward their target.
One important fact in the context of this thesis is, that during a saccade, no
visual information is processed by the brain, and this means we are effec-
tively blind. This blindness, called saccadic suppression, is not only present
during the saccade, but extends beyond it by about 50 ms.
The last type of movement, smooth pursuits, is performed while following
a moving object, or to compensate head movements. In this case the eye
moves slowly and smoothly to keep the projection of the fixated moving
object on the fovea. Smooth pursuit movements especially differ from sac-
cades through their non-ballistic character and their speed. This means that
smooth pursuit movements are relying on constant visual feedback from the
image, to correct their trajectory.

2.2 Methods of eye tracking

Basically one can separate four different techniques of eye-tracking [DV00]:

• Scleral contact lens/search coil

• Electro-oculography (EOG)

• Photo-oculography (POG) or video-oculography (VOG)

• Video-based combined pupil and corneal reflection

These four methods can be

Figure 2: Headmounted camera.

further separated into invasive
and non-invasive techniques. The
’scleral contact lens/ search coil’
approach, for example, is a heav-
ily invasive method as it makes
it necessary to apply a contact
lens, containing the search coil,
onto the subject’s eye, which causes
discomfort. The subject’s head
is then placed into a magnetic
field frame, which enables the
calculation of the gaze position

by measuring the position of the search coil inside the electromagnetic field.
For this reason, this method is only useful for scientific applications.
The EOG method is based on the measurement of the skin’s potential dif-
ferences, measured by electrodes, which are attached around the observer’s



2 INTRODUCTION AND MOTIVATION 6

eyes. It is mostly used to measure horizontal eye movements only. This
results from the fact that the electrodes, which are used to measure vertical
movements need to be placed above and under the eyes, what is difficult for
anatomic reasons. Even though this approach does not cause as much dis-
comfort as the ‘scleral contact lens/search coil’ method, it is still an invasive
method.
POG or VOG include a ’wide variety of techniques based on measurement
of distinguishable ocular features’ [DV00] i.e. the apparent shape of the
pupil, the position of the limbus (the iris-sclera boundary) or the corneal
reflection of a direct light source. In most cases the recordings are made by
a headmounted camera equipment, as for example displayed in figure 2. All
the above methods have in common that they are suitable for eye movement
measurements, but seldom provide point of regard measurements.
As this work was motivated by gaze-contingent displays, for which the most
important information is the gaze position of the observer, the above eye-
tracking methods are not suitable to collect the necessary data. To be able
to measure the gaze position either the head must be fixed, so the point
of regard can be calculated through the eye-position relative to the head,
or one has to record multiple ocular features. The second is done when
using the ’Video-based combined pupil and corneal reflection’. By direct-
ing a beam of light (usually infrared) at the users eye, the method creates
another ocular feature, the reflection of the beam on the cornea. In this
way the gaze position is calculated by measuring the position of the cornea
reflection relative to the center of the pupil.
The positional difference between cornea reflection and pupil centre changes
during pure eye-rotation but remains relatively constant during minor head
movements. In this way this method is able to tolerate small head move-
ments and separates eye movements from head movements to calculate the
point of regard. Due to this relatively simple approach, these eye-trackers
may be set up by using relatively cheap video-cameras and image process-
ing hardware and may even be table-mounted, what makes them minimally
invasive.

2.3 Gaze-contingent displays

This work was motivated by the utilisation of gaze-contingent displays which
are currently developed at the Institute for Neuro- and Bioinformatics at the
University of Lübeck. Gaze-contingent displays are special displays that are
linked with an eye-tracker to record the gaze position of their observer. This
enables them to adjust the presentation of the content they are displaying
according to the gaze position of their observer.
These display adjustments might be, for example, to progressively blur the
image with increasing eccentricity outside the current fixated area, or to
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emphasise certain display regions, to direct the observer’s attention. Figure
3 gives an exsample of what a gaze-contingent display might look like.

Figure 3: Example of what a gaze-contingent display might look like. Top:
Original image from a video sequences. Bottom: Same image with gaze-
contingent temporal filtering applied. The white square at the centre left
(below the white sail) indicates the point of regard. Increasing amounts
of temporal filtering are visible towards the periphery, i.e. with increasing
distance from the square. For example, the two men walking at the left of
the image are slightly blurred, and the person who is about to leave the
image at the right edge has almost vanished completely.
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2.4 The problem

On a gaze-contingent display, the display constantly needs to be updated
according to the observer’s gaze position. At present, updating the display
takes about 30-70 ms. less than 5 ms of this time are produced by the tracker
itself, 30 ms come from the graphics update and 0-30 ms are needed to
update the screen. Thesedurations are of no importance while the observer
performs a fixation, as the gaze-contingent effect normally is not produced
just at the exact gaze position. In fact the effect is produced outside the
fixated area. In this way the display is not changing significantly during a
fixation, as the physiological nystagmus is not pushing the gaze position out
of the gaze-contingent effect.
When the observer performs a saccade, however, the system runs into a
problem. A saccade performs a large shift of the actual gaze position, out
of the presently adjusted area into an area of the screen which has not
been adjusted to the gaze position before, meaning that there is no gaze-
contingent effect present the moment the gaze reaches its new position.
As mentioned in section 2.1, saccadic suppression extends a saccade for
only about 50 ms. So if the display update is not finished 50 ms after the
saccade has ended, the observer might become aware of the display change,
which behaviour often is not wanted. When looking at figure 3, this would
mean that if the subject for example made a saccade from the actual gaze
position (white square) to the garbage can on the right side of the image,
he/she would see a child that seems to appear from nowhere. Therefor, it
would be desirable to start the display update before the saccade has ended,
making it necessary to predict the landing point of the saccade according to
its initial trajectory.
An ordinary saccade lasts for about 25-50 ms. By enabling a prediction
of the landing point, after for example the first 15 ms of the saccade have
passed, one would be able to start the display update up to 35 ms earlier.
In this way the observer would very unlikely become aware of the display
update, making a more user-friendly behaviour of gaze-contingent displays
possible. As saccades are not perfectly accurate, but often miss their target
for about 1−2◦, a potential prediction method does not need to be perfectly
accurate as well.
In the framework of this paper three different approaches to predict the
landing point of a saccade will be discussed, including methods of regression
and machine learning approaches.
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3 Material and methods

3.1 Data source / amount

There were two sets of data available: The first set of data was recorded
using a head mounted 250 Hz ’SR Research EyeLink II’ eye tracker. In this
case 54 subjects had to look at 18 different films of 20 s each, displaying
natural scenes in and around Lübeck. The screen used in these recordings
was placed at a distance of 46cm to the subjects, showing the films in a
resolution of 1280 × 720 pixels, within a visible area of 40.2cm × 22.7cm
(46.9◦ × 28.1◦). The outcome of these recordings was a dataset containing
38595 saccades.
The second set was recorded using a 1250 Hz SMI ’IView X Hi-Speed’ eye
tracker. This eyetracker consists of a tracking column in which the head is
fixed, to allow a precise detection of the actual gaze position, free of noise
produced by head movements. One single subject looked at black points
upon a grey screen, which showed up on a circle around the actual gaze
position with a randomly chosen radius of 3 - 20 degrees. The black points
were shown in a 900ms interval, leading to the recording of 1041 saccades
in total. The screen the subject looked at was set up 65cm away from the
subject’s face and had a resolution of 800 × 600 pixels, within a visual area
of 34cm × 27cm (29.6◦ × 23.1◦).
The saccades within the data recorded by the eye trackers are detected using
a two-threshold strategy. If at any time step t the velocity V (t) of the eye
movements, averaged over the previous 4 samples, exceeds 138◦/s the cur-
rent movement is considered to be a potential saccade. The detector then
looks forward and backward in the data to find the time steps tbegin and tend

where V ≤ 20◦/s. After having undergone some plausibility checks consid-
ering the length and the mean velocity of the potential saccade the data
between these two time steps is defined to be a saccade and saved in a record
of the form: Amplitude [T imestamp, X − position, Y − position]+. Be-
cause of the low temporal resolution, only poor results were achieved when
using the second dataset. For this reason the research was concentrated on
the data recorded at 1250 Hz.
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3.2 Preprocessing of the available data

3.2.1 Preprocessing of the 1250 Hz data

It turned out that the detected saccades contained several samples at the
beginning and the end, that were recorded from the fixations preceding and
following the saccade (see figure 4). Because these fixation points contain no
information on the trajectory of the saccade, it was necessary to remove them
from the data. To achieve this a second velocity criterion was applied to
determine the real start and end points of the saccades. Manual examination
of the saccades showed that a good detection of the starting point could be
achieved, by defining the saccades starting point as the first point of the
first two samples, whose mean velocities were faster than 183.2◦/s. In the
same manner the ending point was defined as the first point of the first three
points whose mean velocities fell below 137.4◦/s.
Apart from the fixation points, some records consisted of artefacts falsly
classified as saccades, or had correction saccades at their ends, which were
of no importance for the real saccade as well. These records were, if not
already discarded by the velocity criterion, discarded or cut manually. After
processing the data this way 999 clean saccades were left from the initial
1041.
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Figure 4: Top: Samples from the preceeding and subsequent fixations are
ascribed to the saccade. Bottom: Result of the preprocessing algorithm
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3.2.2 Preprocessing of the 250 Hz data

The second data set could not be examined manually because of its size. In
this case a different filtering method was used. All 38595 saccades were fitted
by a least squares regression, as described in section 3.4, using a polynomial
of degree two. In this case, in contrast to the method, described in section
3.4, not only the first n points were used for the regression, but all the
available points of the particular saccade. The regression error then was
taken as a quality criterion for each saccade such that all saccades whose
regression errors exceeded 1

5
of their over all length were discarded. Figure 5

shows how the value of the quality criterion was determined. Figure 6 gives
an example of a bad saccade.
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Figure 5: Determine an appropriate value for the quality criterion for the
250 Hz saccades. The figure shows, that a threshold, above which a recorded
saccade is classified as bad, smaller than 20% leads to a rapidly increasing
amount of sorted out saccades. Therefor 20% of the saccade’s length was
taken as the relative error from the fit, which is tolerated.
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Figure 6: A bad 250 Hz saccade discarded by the automatic filtering method
(see section 3.2.2). The almost 180◦ turn of the saccade is atypical and
results in a bad fit result. This record might be the result from a misin-
terpretation of the detection algorithm, which merged two saccades directly
following each other. Another possibility might be that the subject blinked
and produced a bad record in this way.
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3.3 General approach and rating criterion
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Figure 7: Length distribution in time steps/ms.

Figure 7 shows the distribution of the duration of the saccades in recorded
time steps. Obviously about 97% of the saccades exceed 15 samples. This
leads to the goal of this work, to predict the landing point of a saccade using
only the first 15 samples.
Mathematically a saccade Si may be viewed as a curve

Xi(tj) 7→ (x, y) where tj ε T = {t1 . . . tend},

where the Xi(tj) are the known gaze positions from the recordings.
The general approach to predict a saccade Si is to apply the prediction
algorithm on the first 15 gaze points (training samples) of the saccade and try
to predict the landing point Xi(tend) on the basis of these training samples.
The quality of the prediction is rated by the Euclidean distance Ep(Si)

between the predicted landing point X̂i(tend) and the real landing point
Xi(tend) of the saccade

Ep(Si) = ‖X̂i(tend) − Xi(tend)‖ (1)

As a criterion to measure the quality of an algorithm when using n training
samples, the mean prediction error over all sacades is compared to the mean
of a baseline predictor Ec(Si) over all saccades. Ec(Si) is the error which is
made if the landing point of the saccade Si, Xi(tend), would be predicted as
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the last training sample Xi(tn). This is equal to the case of no prediction
at all.

Ec(Si) = ‖Xi(tn) − Xi(tend)‖ (2)

3.4 Using regression for prediction

The first approach was to use a least squares approximation of the saccades
to calculate the landing points.
The goal of a least squares fit is to search the polynomial
P ′

r(t) = b0 + b1x + b2x
2 + · · · + brx

r of degree r which minimizes the sum
of the squares of the deviations between the real gaze points Xi(tj) of a
saccade at time tj, and the modelling polynomial P ′

r(tj).

min
P ′

rεΠr

∑

tεT

(Xi(t) − P ′

r(t))
2 where Πr is the space of polynomials of degree r

(3)
Let X(t) be the unknown function, which should be approximated. Assum-
ing that the values yi = X(tj) where j ε 1, 2, . . . , n are known, it is possible
to do a regression of X(t) by solving a linear system y = Ab, where y is of
the form: 



y1

y2

...
yn




(4)

By using a polynomial of degree 2 for the approximation A would be of the
form : 



1 t1 t1
2

1 t2 t2
2

...
...

...
1 tn tn

2




(5)

The resulting values b0, b1, b2 are the coefficients of the modelling polyno-
mial P ′

2(t).
As the saccades are of the form Xi(tj) 7→ {xj , yj} they could not be approxi-
mated directly, because the standard regression procedure is only applicable
on functions of the form f(x) 7→ (y). Instead the x and y coordinates were
approximated separately as functions fx(tj) = xj and fy(tj) = yj and put
together afterwards as X̃ ′

i(tj) 7→ {P ′

rx(tj), P ′

ry(tj)}.
The landing point of a saccade is defined as

X̃ ′

i(tend) 7→ {P ′

rx(tend), P ′

ry(tend)}.

For its calculation tend is needed, which is not known in practical applications
and needs to be predicted as well. While testing this approach, the duration
of the saccade which should be approximated is known, but in practical
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application it is quite difficult to estimate the remaining duration of the
saccade after the first n time steps. In the timeframe of this work it was not
possible to develop such a method, and therefor a perfect prediction of the
length of the saccades was assumed, giving this approach an informational
benefit.
Figure 8 shows the ’least squares fit’ of a saccade.
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Figure 8: Approximation using least squares fitting.

3.5 Learn from existing saccades

The basic idea of this approach is that saccades that are of the same direction
and speed in the beginning might be similar in their landing points as well.
To achieve a better comparability, all saccades were shifted to the origin and
separated into the four quadrants of the coordinate system, depending on
their landing points. The procedure then was to take one saccade S∗

i out of
the sample saccades and to find all other available saccades S̃i, whose first
n points lay within an epsilon hose around the first n points of S∗.

‖
n∑

j=1

(X∗

i (tj) − X̃i(tj))‖ ≤ ε (6)

All saccades that matched this criterion were considered to be similar to S∗

i .
As these similar saccades are of different lengths, measured in time steps,
the first step was to take the mean of the length of the similar saccades,
and then find all the similar saccades that matched the mean length. The
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saccades found are then taken to approximate S∗

i by computing the mean
of them. The resulting averaged saccade is taken as the approximation of
S∗

i . The whole process is illustrated in figure 9.
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Figure 9: Approximation using existing saccades. The upper part of the
figure displays the original saccade together with the similar saccades which
matched the mean length. The lower part of the figure displays the original
saccade (red) together with the averaged saccade (green), obtained from the
3 similar saccades from the top figure.
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3.6 Using the ’machine-learning predictor’

The third approach was to use a modification of a machine learning predictor
(ML-predictor) used by [BKBM04] (there called ’non-saccadic predictor’) to
predict inter saccadic samples. The ML-predictor is a supervised learning
approach, designed to predict the gaze point Xi(tj) = (xtj , ytj )

T at time
step tj concerning the gaze positions Xi(tj−1),Xi(tj−2), . . . ,Xi(tj−n) at time
steps tj−1, tj−2, . . . , tj−n.
The goal of this work is to predict the landing point of a saccade using
only the first n points. Therefor the ML-predictor is modified to predict
the landing point Xi(tend) = (xtend

, ytend
)T of a saccade instead of the point

following the first n known points. The predicted landing point X̂i(tend) =
(x̂tend

, ŷtend
)T is defined by

X̂i(tend) = Xi(tn) + An−1 × Pn−1. (7)

Xi(tn) is the last known position of the saccade that should be approximated.
Pn−1 is a (n×2) matrix, the first n − 1 rows are the distance between Xi(tn)
and the previous points of the form:

Pn−1 = (Xi(tn−1)−Xi(tn),Xi(tn−2)−Xi(tn), . . . ,Xi(t1)−Xi(tn), Q)T (8)

To detect if the starting position of the saccade has any influence on the
trajectory, the last row contains Q, which specifies the starting position of
the saccade relative to the center of the screen. Q is of the form (xt1 −
screenwidth

2
, yt1 −

screenheight
2

). An−1 is the (1×n) weight matrix which maps
the learned information. An−1 is updated after every prediction, using an
incremental learning strategy:

Anew = Aold + εeP T
n−1 (9)

e = Xi(tend)−X̂i(tend) is the prediction error while ε represents the learning
rate which is estimated to be the optimal learning rate in each iteration,
weighted by a parameter α

ε = α
eP T PeT

‖P T PeT ‖2
. (10)

The constructed algorithm using a supervised learning strategy works the
following way: It picks one saccade out of the 999 samples, tries to predict
the landing point, using only the first n points of the saccade and then
adjusts An−1 according to the learning strategy 9. This is iterated over the
sample saccades as long as ‖Anew − Aold‖ ≥ 0.001. It took about 1556442
iterations to achive this on all 999 saccades of the second data set. Learning
on a reduced data set of 100 saccades took about 16000 Iterations.
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4 Results

4.1 Using regression for prediction

As mentioned in section 3.4, the regression approach has an informational
benefit, as a perfect prediction of the duration of the saccades is assumed.
This should be kept in mind during the examination of the results. The
results shown in figures 10 and 11 were achieved by using a polynomial of
degree 1 for the regression, while the results displayed in figures 12 and 13
were produced using a polynomial of degree 2.
Figure 10 shows the overall mean prediction error as a function of the num-
ber of training samples used. Interestingly the error is increasing the more
training samples we use. This is an unexpected behaviour, as normally re-
gressions of functions become more exact the more points of the function are
known. This abnormal behaviour may result from the fact that the regres-
sion is only performed on the first n points, while the remaining trajectory
of the saccade is calculated by extrapolating the achieved polynomial.As
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Figure 10: Mean prediction error dependent on how many training samples
were used for the regression using a polynomial of degree 1.

mentioned in section 3.3 the goal is to predict a saccade using only the first
15 samples. The results of the regressional approach when using 15 training
samples are shown in detail in figure 11. On the one hand the plot shows
that the mean prediction error is than that of the baseline predictor Ec most
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Figure 11: Results of the regression approach using a polynomial of degree
1 and learning on the first 15 recorded gaze positions of the saccades.

of the time. This means that a benefit in comparison to defining the last
training sample as the predicted landing point is achieved. On the other
hand, one can see that the prediction error is growing linearly as the length
of the saccades increases. This leads to poor prediction results when predict-
ing longer saccades, which is a drawback as particularly the long saccades
are of interest for the prediction, because the longer the saccade is the more
time can be saved by predicting the landing point.
The figures 12 and 13 show the results of the regressional approach when
using a polynomial of degree 2. Using a polynomial of degree 2 first seems
to suggest itself as most of the time the saccades are a result of the contrac-
tion of two different muscles, which pull the eyeball in different directions.
Therefor the trajectory of a saccade typically does not follow a straight line,
but is slightly curved (see figure 1. The results show something else, though.
As can be seen in figure 12, the overall mean error of the prediction is de-
creasing, the more training samples we use, but it is at all times more than
four times bigger than the mean prediction error when using a linear poly-
nomial. This behaviour is displayed more clearly in figure 13. Obviously
the prediction error is at all time greater or equal to the baseline predictor,
and it is increasing nonlinearly with the length of the saccades.
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Figure 12: Mean prediction error as a function of how many training samples
were used for the regression using a polynomial of degree 2.
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Figure 13: Results of the regression approach using a polynomial of degree
2 and learning on the first 15 recorded gaze positions of the saccades.
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4.2 Learn from existing saccades

10 12 14 16 18 20
8

10

12

14

16

18

20

E
rr

or
 in

 d
eg

re
e

Training samples used

Prediction error depending on the amount of training samples

Mean prediction error
0.25 quartil
0.75 quartil

Figure 15: Mean prediction error as a function of how many training samples
were used for the data fit.

The results achieved by this approach were overall poor, which is shown
in figure 15 displaying the behaviour of the overall mean prediction error
according to the amount of training samples. The error lies more or less
constantly around 15◦, which is in most cases larger than the mean length
of the saccades. This can be seen similarly in figure 16 which displays the
results in detail when using 15 training samples. The mean prediction error
is at all time much bigger than the mean of Ec.
It turned out that this behaviour was caused for the higher part by the
relatively small amount of available training saccades. The 999 training
saccades that were available were not enough to find a reasonable amount
of similar saccades from which a prediction could be averaged. Looking
at the prediction procedure in detail revealed, that if any, only one or two
saccades were found that matched the similarity criterion for the saccade
which should be predicted. The averaged predicted saccade from these few
similar saccades had no resemblance with the original saccade in most cases.
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4.2.1 Results on 250 Hz data

Applying this approach to the 38595 saccades from the second data set
produced similar results, as displayed on figure 17. This time on the one
hand, the amount of saccades that matched the similarity criterion was much
higher (between 10 to 80) but on the other hand, the temporal resolution
of the recorded data was 5 times lower than the resolution of the first data
set, which leads to the conclusion that this approach is not working on a
temporal resolution of 250 Hz.
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Figure 16: Results of the approach to learn from existing saccades when
learning on the first 15 recorded gaze positions of the saccades from the
1250 Hz data set.
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Figure 17: Results of the approach to learn from existing saccades when
learning on the first 3 recorded gaze positions of the saccades from the
250 Hz data set.
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4.3 Using the ’machine-learning predictor’

The utilisation of the ML-predictor produced the best results of all methods.
Figure 18 shows that the overall prediction error is decreasing, the more
training samples are used and is residing at about 2◦ when using 15 training
samples.
Figure 19 displays the results in detail when using 15 training samples.
The prediction error is smaller than Ec most of the time and lies between
1.5◦ and 4◦. Only the prediction of saccades that are longer than 60 time
steps produced a higher prediction error. This reults from the small mount
of long training saccades, as according to figure 7, only less than 20 saccades
are longer than 60 time samples.
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Figure 18: Mean prediction error dependent on how many training samples
were used for the learning.
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Figure 19: Results of the approach using the ML-predictor when learning on the first 15 recorded gaze positions of the
saccades.
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4.3.1 Examining the weight matrix

Table 1 displays the resulting weight matrices A for different amounts Tn

of training samples. What is of interest here is the fact that the absolute
value of the last entry of A which maps the quadrant of the starting point
of the saccade is relatively small compared to the other values. This means
that the starting point of the saccade only has a little influence on the pre-
dictability of the landing point. Apart from this the value preceding the
last value is at all time positive and relatively large compared to the other
values. This value maps the path of the saccade between the last training
sample and the gaze position at the first time step Xi(t1) − Xi(tn).
When considering the prediction equation 7 of the ML-predictor it can be
seen that negative entries of A are moving the predicted landing point fur-
ther away from the last training sample Xi(tn) while positive entries shorten
the distance. As the value mentioned before is at all time positive it seems
as if it were acting as a brake term for the prediction. The longer the first
step of the saccade is, the more needs to be substracted from the predicted
landing point, to get a good prediction. Another noteworthly fact is that

Tn 10 11 12 13 14 15 16 17 18 19 20

-0.5 -0.8 1.1 -0.1 0.8 -0.4 0.4 0.01 0.2 0.2 0.3
-1.7 -1.7 -0.8 0.2 0.4 0.4 -0.5 0.2 0.01 -0.05 0.2
-1.2 -0.1 -1.4 0.2 0.04 0.3 0.4 -0.4 0.04 -0.2 -0.1
-2.4 -0.8 -0.5 -0.8 -0.8 -0.1 -0.1 -0.1 -0.6 -0.2 -0.3

A -0.3 -1.8 -1.6 -1.2 -0.9 -1.4 -0.5 0.3 -0.3 -0.7 -0.2
0.6 -0.6 -1.5 -2.1 -1.2 -0.8 -1.0 -0.4 -0.04 -0.4 -0.5
-1.2 -1.1 -1.1 -1.6 -1.5 -1.0 -1.1 -1.1 -0.3 -0.2 -0.4
-1.5 -1.2 -0.1 0.3 -0.4 -1.2 -0.5 -1.0 -0.8 -0.3 -0.2
1.6 -0.4 0.02 -0.2 -0.5 0.05 -0.7 0.01 -0.8 -0.6 -0.3
-0.3 2.3 -0.3 -0.4 -0.05 -0.4 0.2 -0.8 -0.3 -0.3 -0.4

-0.2 1.8 -0.8 -0.3 0.1 -0.1 0.1 -0.4 -0.2 -0.3
-0.2 2.5 0.3 0.2 0.1 0.1 0.3 -0.3 -0.2

-0.2 1.3 -0.4 0.1 -0.2 0.2 0.2 -0.1
-0.2 1.3 -0.2 -0.3 0.1 0.3 0.08

-0.1 0.7 -0.1 -0.1 0.2 0.2
-0.1 1.1 0.1 -0.02 0.1

-0.1 0.4 0.1 0.02
-0.1 0.1 0.1

-0.07 0.2
-0.1

Table 1: Averaged learned weight matrices A over 20 iterations of the learn-
ing procedure on different amounts of training samples
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independent of the amount of training samples, the entries of A are predom-
inantly positive at the beginning and the end of the vector (do not consider
the last entry, as it maps the quadrant of the starting position and no com-
ponent of the trajectory), while the middle of A is dominated by negative
entries. This means that the middle of the first n time steps is pushing the
predicted point away, while the beginning and the end of the first part of
the saccade are working in the opposite direction.

4.3.2 Learn on a reduced data set

One question that arises when using machine learning approaches, is the
size of the training data set needed to achieve good results. To examine how
the ML-predictor would behave on a reduced data set, smaller training data
sets were created by randomly picking a certain amount of saccades out of
the initial data set. The learning procedure then was executed 20 times on
reduced data sets, each with sizes between 1 and 999 saccades. Afterwards
the prediction of all 999 saccades was carried out using the so learned weight
matrix A.
Displayed in figure 20 are the results of the learning process on reduced data
sets. The figure shows the mean of the mean prediction error over the 20
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Figure 20: Results of learning on a reduced data set
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learning iterations on data sets of different size. It is interesting that learning
on only one saccade already allows a prediction with an average accuracy
of about 2.7◦. This leads to the conclusion, that the saccades resemble
each other more than expected. Another fact that is worth pointing out is
that around 100 saccades are sufficient for the learning process. Learning
on bigger data sets produces no improvement of the mean prediction error.
This leads to a very short learning phase.
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5 Discussion

5.1 Optimal method

As already mentioned in section 4.3, the approach using the ML-predictor
produced the best results. As saccades are ballistic movements that cannot
be influenced in speed and direction after they have been started, they are
not perfectly accurate themselves, but normally miss their desired landing
point by about one or two degrees. This is normally corrected by small
correction saccades that follow directly after the main saccade. As the ML-
predictor enables a prediction of the landing points with a mean accuracy of
about 1.6◦ (figure 20) it lies close to the aiming accuracy of a saccade itself,
making it a plausible prediction method in terms of the error range.
A second important point is the short learning phase, as described in sec-
tion 4.3.2, which makes it possible to perform the learning procedure online,
while the user has already started using the eye tracker. Since the human
eye performs 2-3 saccades each second, the collection of 100 suitable training
saccades should not exceed 1 minute.
After having learned the weight matrix A, the prediction of one particular
saccade is very fast, as it basically consists of a simple matrix vector multi-
plication, see code listing 1.

5.2 Shortfalls

5.2.1 Regression

The regressional approach has the benefit that it is working without any
preparation. Only the saccade that is to be approximated is necessary for
the prediction method, which makes it fast and simple, but this fact is not
balancing the drawbacks of the prediction results.
The examination of the approach using polynomials of degree 2, 3 . . . showed
that the growth of the prediction error is increasing in the same order, the
degree of the polynomial increases. This leads to the conclusion that the
best results are achieved when using straight lines for the approximation
of the saccades. The mean prediction error when doing so was about 2.5◦

but the detailed examination showed that the error grows linearly with the
length of the saccade, rising up to around 6◦ for saccades exceeding 40 time
steps. As particularly long saccades are of interest for the prediction, this
is a big drawback.
Another drawback is that additionaly, a prediction of the number of time
steps the saccade will last is needed to be able to calculate the approximation
of a saccade. While a perfect prediction of the number of time steps the
saccades would last was assumed, the results of the prediction were not
satisfying. As a second prediction method for the time steps would probably
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insert an additional error into the prediction progress, which would probably
degrade the result further, the regressional approach is considered to be
inadequate.

5.2.2 Learn from existing saccades

The results of this approach were always poor. In case of the second data
set this might result from the low temporal resolution of the eye tracking
system used for the recording. Because of the lack of data in the first data
set, it could not be clarified definitely if this approach would work better if
more data recorded at 1250 Hz would be available.
Another significant problem of this approach is that its performance depends
on the amount of saccades that need to be compared to find the similar
saccades for the prediction. This might be accelerated by separating the
available sample saccades into different sectors according to their position
in the last trainings sample. In this case only the sector matching the last
trainings sample of the saccade that is to be predicted needs to be scanned for
similar saccades. This, however, makes some preparation of the sample data
set necessary. Nevertheless the performance of predicting a single saccade
is inferior to the other two methods.

5.2.3 Learn using the ’machine-learning predictor’

When using the ‘ML-predictor‘ one has to perform the learning procedure,
to learn the weight matrix A before being able to predict a saccade. The
learning procedure took about 175 seconds on a 1.6 GHz Intel coreDuo
CPU machine using Matlab, when learning on all 999 saccades. The time
consumed by the learning procedure however is of no big importance, as it
needs to be carried out only once and section 4.3.2 showed that learning
on a data set of about 100 saccades is sufficient. This allows a much faster
learning phase of about 16 seconds on the machine mentioned above. In
this context the question arises whether the weight matrix A which was
learned on a dataset recorded from only one subject can be applied on the
saccades of a different person, or if a calibration on the characteristics of
each user is necessary. Such calibration procedures though would not lead
to a significant increase of preparation, due to the short learning phase of
only about 100 saccades, what makes online adaptation possible. In addition
to this, starting the learning procedure with a weight matrix obtained from
a previous user, would shorten the learning phase further, as the matrix is
initialized with values already in the right range, so that only a fine tuning
of the weights is neccessary.
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6 Suggestions for future work

The discussion showed that the ML-predictor might be able to improve gaze-
contingent displays by achieving a visualisation without latency phenomena
becoming aware to the observer. This has to be further investigated in prac-
tical applications. Questions that need to be answered in this context are for
example, whether the preprocessing of the saccades, which was done partly
manually as described in section 3.2, can be automated successfully when
operating with recorded saccades online.
Another point of interest would be if the prediction results are of the same
quality when working on saccades initiated by natural films or images in-
stead of an artificial procedure as described in section 3.1.
Further research might be conducted on the differences of the weight ma-
trices, resulting from learning on the data recorded from different subjects.
This might provide insight into the question whether the saccades are charac-
teristical for every single person, or if they resemble each other independent
of the particular subject.
Future research might address the question whether the application of a non-
linear predictor instead of the linear predictor used by the ML-predictor, can
lead to a further improvement. Such a predictor might be of the form that
saccades which have a predicted amplitude larger than a threshold X, would
be fed into a second-level predictor. This second level predictor could be
specially trained on long saccades, by performing the learning procedure
only on training saccades having a larger predicted amplitude than X. In
this way a further improvement of the prediction of long saccades might be
achieved.
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7 Appendix

Listing 1: Algorithm executing the ML-prediction

1 function [Anew E] = SaccadePred ictor (A, Saccade , alpha ,
2 stepsToUse , verbose )
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
4 % The SaccadePredic tor t r y s to p r e d i c t the l and ing
5 % poin t o f a Saccade by us ing
6 % a l ea rn in g a l gor i t hm wi th N prev ious p o s i t i o n s
7 % Input :
8 % A ( Vector ) (1xN−1) The weight matrix
9 % i s the l a s t known po s i t i o n

10 % Saccades ( s t r u c t ) The Saccade which i s to be
11 % learned
12 % alpha ( s c a l a r ) Learning ra te we ight
13 % stepsToUse ( s c a l a r ) The amount o f po i n t s used f o r the
14 % pred i c t i on
15 %
16 % Output :
17 % Anew ( Vector ) (1xN−1) The updated weight matrix
18 % E ( sca l a r ) The error between pr ed i c t e d and r e a l
19 % ending po in t
20 %
21 % Intern :
22 % Pos ( matrix ) (Nx2) the N p r e v o i u s l y known
23 % pos i t i o n s
24 % Xend ( Vector ) The end po s i t i o n o f the saccade to
25 % f i t (1 x2 )
26 % E ( sca l a r ) Pred i c t i on error
27 % Xhat ( vec tor ) (1 x2 ) Predic ted land ing po in t
28 % P ( Matrix ) (Nx2) The d i s t anc e matrix between
29 % the prev ious po in t s
30 % and the l a s t known po in t
31 % eps i l on ( ) The l e a rn in g ra te
32 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
33 %The screen geometry data
34 screenwidth = 800;
35 s c r e enh e i gh t = 600;
36

37 %Calcu la t e the d i s t anc e matrix
38 Pos = [ Saccade .X( 1 : stepsToUse −1) ’ . . .
39 Saccade .Y( 1 : stepsToUse −1) ’ ; 0 0 ] ;
40 Xend = [ Saccade .XEnd Saccade .YEnd ] ;
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41 N=s ize ( Pos ) ;
42 N=N( 1 ) ;
43 P = zeros (N, 2 ) ;
44

45 %The l a s t known pos i ton
46 X = [ Saccade .X( stepsToUse ) Saccade .Y( stepsToUse ) ] ;
47 for j =1:N−1
48 P( j , : ) = Pos (N−j , : ) −X;%−Pos (N−j +1 , : ) ;
49 end

50

51 %Id e n t i f y the s t a r t i n g po s i t i o n r e l a t i v e to the o r i g i n
52 P(N, : ) = [ Saccade .X(1) − screenwidth /2 . . .
53 Saccade .Y(1) − s c r e enh e i gh t / 2 ] ;
54

55 %Pred i c t the l and ing po in t
56 Xhat = X + A ∗ P;
57

58 %Update we ight matrix
59 E = Xend − Xhat ;
60 ep s i l o n = alpha ∗ (E ∗ P’ ∗ P ∗ E ’ ) / . . .
61 (norm(P’ ∗ P ∗ E’ ) ˆ 2 ) ;
62

63 Anew = A + ep s i l o n ∗ E ∗ P ’ ;
64

65 i f verbose==1
66 X
67 Xend
68 Anew
69 P
70 Xhat
71 error = norm(E)
72 ep s i l o n
73 Achange = ep s i l o n ∗ E ∗ P’
74 end

75 E=norm(E) ;
76 return
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